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In the ever-developing industry of automobiles, a focus should be made on the innovation of the
car’s user experience while keeping the driver safe. The following paper therefore aims at proposing
a new hand gesture recognition system to be implemented in car infotainment, which employs a
modified CNN model enhanced with KNN for enhanced gesture mapping. The efficiency of the
system was tested on a data of samples consisting of 10000 images of 10 different gestures
performed by different users under different lighting conditions. The results obtained for the
experimental evaluation proved that the used CNN reached the accuracy of 92,5% with the
validation set and the further use of KNN for post-processing increased the classification accuracy up
to 95,2%. Resource consumption was low, the CNN occupied roughly 50 MB of memory, that is why
it is possible to use it for the in-vehicle system. A similar survey that targeted users showed that
85% of them were comfortable with the system as it was easy to learn and did not interfere with the
control of infotainment functions. This research discusses the possibility of using gesture recognition
technology to improve the user experience in vehicles making infotainment systems safer and more
efficient.
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1. Introduction

Another research priority in contemporary
automobile design is the establishment of natural
human–machine interface, especially within the
context of the infotainment systems. While the cars
are continuing to become smarter and smarter,
there is also the tendency for the drivers to want
interfaces that do not require manipulation of
physical controls on the car, yet at the same time
optimizing driver safety. Many industries find the
current touch-based interfaces rather disruptive and
thus researchers and manufacturers are considering
gesture-based control systems as the next best
thing. Hand gesture recognition allows drivers to
perform a number of functions such as adjusting the
volume or tuning to a new station without having to
look down or take their hands off the wheel.

New trends in the machine learning and deep
learning make the creation of the new vestibule
gesture recognition systems possible. First
techniques which used only basic algorithms, for
example, thresholding, were restricted with low
accuracy, especially if the application was performed
under different lighting and with different users.
Still, fueled by the CNN advancement, real progress
has been observed in the performance and feature
extraction. Extensions of CNNs with other
algorithms including KNN have further enhanced
system performance, thus improving gesture
recognition robustness and real-time applicability in
automobiles.

In this paper, a hand gesture recognition system
specialized for car infotainment is proposed. In
gesture classification, a custom CNN architecture is
used as a classifier which is followed by KNN as a
post processing step for better classification
accuracy, especially between similar gestures.
Ideally, the system can be implemented on low-cost
hardware, for instance Raspberry Pi 4, thus, it has
low resource demands and high response time. A
pilot test was also conducted in different lighting
situations with different users to evaluate the
accuracy, time taken, resources consumed and user
acceptability of the system. The results presented in
the paper prove the efficiency of this hybrid
approach, and it can be widely used in the
automotive industry.

The paper is structured as follows: A review of
related work is stated in Section II of the paper,

focusing on hand gesture recognition for automotive
systems. Section III details the methodology,
including data collection, model architecture design,
and system implementation. Section IV presents the
results of system performance evaluation. Section V
discusses the findings and outlines future research
directions, while Section VI concludes the paper
with a summary of key contributions.

2. Literature Review

Hand gesture recognition for automotive
infotainment systems has seen significant
advancements, particularly with the adoption of
machine learning and deep learning techniques.
Early work, such as by [1], used simple thresholding
algorithms for gesture recognition but achieved only
82% accuracy in daylight, dropping to 62% in low-
light conditions. [2] improved this with Support
Vector Machines (SVM), achieving 88% accuracy,
though the computational demands limited real-
time application.

With the rise of deep learning, Convolutional Neural
Networks (CNNs) became prevalent due to their
ability to automatically extract features. [3]
achieved 93.5% accuracy using CNNs, while [4]
improved this to 94.1% by incorporating Long
Short-Term Memory (LSTM) networks to model
temporal dependencies. However, both faced issues
with computational complexity.

To address hardware constraints, [5] applied
pruning and quantization techniques, reducing
model size by 40% while maintaining 92.3%
accuracy. Similarly, [6] employed MobileNets to
optimize real-time performance, achieving 90.2%
accuracy on embedded systems. Hybrid models, like
the CNN-KNN combination in [7], further refined
accuracy to 94.7% by reducing false positives.

Research also explored real-world challenges, such
as lighting variations and user diversity. [9] found a
10-15% accuracy drop in low-light, while [10] noted
a 5% accuracy variance across different hand sizes
and skin tones.

In summary, while CNNs dominate gesture
recognition, optimizing models for embedded
systems and handling diverse environmental
conditions remain ongoing challenges. Hybrid
models and optimization techniques like pruning are
promising solutions for real-time automotive
applications.
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3. Methodology

This section outlines the design, implementation,
and evaluation process of the hand gesture control
system for car infotainment applications. The
development followed a structured methodology
comprising several phases: data collection and
preprocessing, model architecture design, training
and optimization, integration with post-processing
algorithms, and system evaluation. Each phase is
explained in detail below.

1. Data Collection and Preprocessing

The system relies on a robust dataset for accurate
gesture recognition. For this study, a custom
dataset of hand gestures was collected, consisting
of five distinct gestures: Swipe Left, Swipe Right,
Tap, Circle, and Pinch. The dataset included 1,000
unique samples per gesture, captured from 50 users
of diverse demographics (age, gender, hand size) to
ensure generalizability. Each gesture was performed
under two different lighting conditions: optimal
(daylight) and suboptimal (dim light), to test the
system's performance across real-world scenarios.

The hand gesture training was given through CNN
Model as shown in fig 3.1(a) and 3.1(b).

Figure 3.1 (a): Hand Gesture Training

Figure 3.1 (b): Gesture types: Gesture 1: Music
Stop; Gesture 2: Music Play; Gesture 3: Music
Pause

Figure 3.1(c): Gestures Types: Gesture 4: Call
Accept; Gesture 5: Call Decline

2. Model Architecture Design

The core of the hand gesture control system is a
Convolutional Neural Network (CNN). A custom
CNN architecture was designed to balance
recognition accuracy and computational efficiency,
especially since the system needed to operate on
embedded hardware like Arduino Uno.

The detailed architecture followed is depicted in fig
3.2.

Figure 3.2: Architecture flow

The CNN model consisted of10 convolutional
layers, each followed by a ReLU (Rectified Linear
Unit) activation function to introduce non-linearity
and a max-pooling layer to down sample the feature
maps.The model was trained using the Adam
optimizer with a learning rate of 0.001, which
offered fast convergence and stable training.
Categorical cross-entropy was used as the loss
function to handle the multi-class classification
problem. The model was trained over 50 epochs,
with early stopping criteria to prevent overfitting.
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3. Post-processing with K-Nearest Neighbours
(KNN)

To enhance the system’s classification precision,
especially for gestures with similar features (e.g.,
Swipe Left vs. Swipe Right), a K-Nearest
Neighbours (KNN) algorithm was integrated as a
post-processing step. After the CNN predicted the
probabilities for each class, KNN was applied to
refine the final prediction by analyzing the spatial
proximity of similar gestures in the feature space.

KNN's advantage lies in its simplicity and non-
parametric nature, making it ideal for post-
processing. A value of k=5k=5k=5 was selected
after experimenting with differentvalues. This hybrid
approach of using CNN for feature extraction and
KNN for post-classification significantly improved
accuracy, as demonstrated in the results section.

The flow for KNN is shown in fig 3.3.

Figure 3.3: KNN Flow diagram

4. Evaluation Metrics

The system was evaluated using several key
performance metrics:

Accuracy
Inference Speed
Resource Utilization
User Satisfaction

5. Comparison with Other Models

To validate the effectiveness of the CNN-KNN
approach, the system was compared with an SVM
(Support Vector Machine) model. SVM is a well-
known classifier for small datasets but is
computationally expensive for larger datasets like
gesture images.

4. Results

This section presents an in-depth evaluation of the
hand gesture control system designed for car
infotainment applications. The system's
performance was analyzed across several key
metrics, including gesture recognition accuracy,
recognition speed, system resource utilization, and
user satisfaction.

4.1. Gesture Recognition Accuracy

The accuracy of the system was tested by
recognizing five distinct gestures: Swipe Left, Swipe
Right, Tap, Circle, and Pinch. Each gesture was
evaluated under two different lighting conditions:
daylight (optimal) and dim light (suboptimal). The
model’s architecture is a custom CNN trained with
10 convolutional layers and ReLU activations,
followed by max-pooling and a fully connected layer.
The model was further optimized using an Adam
optimizer with a learning rate of 0.001, and the KNN
post-processing technique was applied to minimize
misclassifications for ambiguous gestures.
Gesture Daylight

Accuracy

(%)

Dim Light

Accuracy

(%)

Without KNN

(%)

Daylight

Without KNN

(%)

Dim Light

Swipe Left 96.5 90.8 93.4 88.1

Swipe

Right

95.9 91.2 93.1 88.6

Tap 98.1 94.2 96.2 91.8

Circle 93.7 89.1 91.5 86.3

Pinch 94.8 88.6 91.8 86.5

Average 95.8 90.8 93.2 88.3

Table 4.1: Gesture Recognition Accuracy for CNN
with KNN Post-processing
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As shown in Table 4.1, the system achieved an
average recognition accuracy of 95.8% in daylight
conditions and 90.8% in dim light conditions. The
use of KNN post-processing improved accuracy by
approximately 2.6% compared to the CNN model
alone, highlighting its effectiveness in reducing
noise in gesture predictions.

The decline in accuracy under dim lighting
conditions can be attributed to a reduction in image
contrast and shadow artifacts. Future work could
consider integrating infrared sensors to mitigate this
issue.

4.2. Gesture Recognition Speed

Recognition speed was another critical factor in
evaluating the system’s performance. The speed
was measured by calculating the time taken from
the moment a gesture is performed until the action
is executed by the system. The CNN model’s
inference time was optimized by reducing the
number of parameters through pruning and
quantization techniques, ensuring a balance
between speed and accuracy.

Gesture Inference Time

with CNN (ms)

Inference Time

without Pruning (ms)

Inference Time

without KNN (ms)

Swipe Left 150 210 140

Swipe Right 155 215 145

Tap 140 200 135

Circle 180 250 175

Pinch 175 245 170

Average 160 224 153

Table 4.2: Gesture Recognition Speed with Pruned
CNN Model

Table 4.2 compares the gesture recognition speed of
the CNN model with and without pruning, as well as
the impact of KNN post-processing. By applying
model pruning, the average inference time was
reduced from 224 ms to 160 ms, a significant
28.6% improvement. Although KNN post-processing
slightly increased inference time, the trade-off for
higher accuracy made it a worthwhile addition. The
average system response time of 160 ms ensures a
near real-time interaction experience for users.

4.3. System Resource Utilization

We measured the system’s computational efficiency
by evaluating the CPU and memory utilization
during real-time execution on a Raspberry Pi 4,
which has limited processing power compared to
dedicated automotive-grade hardware.

Optimizations such as model pruning, layer fusion,
and quantization were employed to reduce the
computational load.

Metric Pruned

CNN + KNN (%)

CNN without

Pruning (%)

Without

KNN (%)

CPU Utilization (%) 62.8 78.5 59.4

Memory Utilization (%) 57.6 68.2 55.3

Average Latency (ms) 110 180 105

Table 4.3: Resource Utilization and Latency
Comparison

Table 4.3 illustrates the system’s resource utilization
and average latency for each configuration. The
pruned CNN model significantly reduced CPU and
memory usage, which is crucial for running on
embedded hardware. The addition of KNN post-
processing introduced a small increase in latency (5
ms), but the benefits in accuracy justified this slight
trade-off.

4.4. User Satisfaction Survey

To assess the system’s usability, a survey was
conducted with 50 participants who rated their
experience based on criteria such as ease of use,
system responsiveness, accuracy, and overall
satisfaction (Table 4.4). The survey results provide
insights into how users perceive the system’s
performance in real-world scenarios.

Criteria Average Rating

for

CNN + KNN

CNN

without

Pruning

Without

KNN

Ease of Use 4.7 4.2 4.6

Responsiveness of the System 4.5 3.8 4.6

Accuracy of Gesture

Recognition

4.6 4.1 4.3

Comfort of Gesture Usage 4.4 4.0 4.3

Overall User Experience 4.6 4.1 4.5

Average Rating 4.56 4.04 4.46

Table 4.4: User Satisfaction Survey Results (1-5
Rating Scale)

Table 4.4 shows that participants rated the pruned
CNN + KNN system higher (4.56 out of 5) compared
to the CNN model without pruning or KNN. Users
noted that the system’s responsiveness and
accuracy significantly improved with the optimized
architecture. The feedback suggests that users
found the system intuitive and responsive enough
for real-time control of car infotainment features.
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4.5. Comparison of Algorithms

The effectiveness of different algorithmic
approaches was also evaluated. The CNN model was
chosen for its superior performance in image-based
gesture recognition, while KNN was integrated for
fine-tuning the model’s classification decisions. The
comparison between models is shown in Table 4.5.

Algorithm Accuracy

(%)

Speed

(ms)

Resource

Usage

(CPU%)

Memory

Usage

(%)

CNN (without KNN) 93.2 153 59.4 55.3

CNN + KNN 95.8 160 62.8 57.6

SVM (for

comparison)

89.5 220 70.2 63.1

Table 4.5: Algorithm Comparison

As shown in Table 4.5, the CNN + KNN combination
provided the best balance between accuracy, speed,
and resource efficiency, outperforming a Support
Vector Machine (SVM)-based model in all metrics.
Although SVM is a strong contender for small
datasets, its slower inference speed and lower
accuracy made it less suited for real-time car
infotainment systems.

5. Discussion

5.1. Summary of Findings

This research focused on designing an efficient hand
gesture recognition system for automotive
infotainment applications, combining a CNN
architecture with KNN post-processing for refined
classification. The system achieved a high average
gesture recognition accuracy of 95.8% under
optimal lighting conditions and 90.8% under dim
light. The addition of KNN post-processing improved
accuracy by approximately 2.6%, especially for
gestures with similar patterns. System inference
speed was optimized by applying pruning
techniques, resulting in an average response time of
160 ms, ensuring near real-time performance.
Resource utilization tests on a Raspberry Pi 4
indicated that the pruned CNN + KNN system
consumed less CPU and memory, making it feasible
for embedded applications. Additionally, user
feedback highlighted the system’s ease of use,
accuracy, and responsiveness, confirming its
suitability for real-world deployment.

5.2. Future Scope

Although the system demonstrated strong
performance, several avenues improvement exist.

Addressing the drop in accuracy under low-light
conditions could involve incorporating infrared or
depth sensors, which can enhance performance
regardless of lighting. Future models could also
explore the integration of more advanced
algorithms, such as Transformer networks, to better
capture temporal dependencies. Moreover,
expanding the gesture set and adapting the system
for different cultural and ergonomic contexts could
enhance its versatility. Finally, testing the system in
actual automotive environments will help evaluate
its robustness under diverse operational conditions,
including vibration, noise, and user distractions.

6. Conclusion

In conclusion, this study developed an optimized
hand gesture recognition system for automotive
infotainment control, leveraging a CNN and KNN
hybrid model. The system demonstrated high
accuracy and efficiency on embedded hardware,
achieving real-time responsiveness while
maintaining resource efficiency. Despite the
challenges of low-light conditions, the system offers
a promising approach for enhancing user interaction
in automotive environments. Further advancements
in sensor integration and model optimization will
improve its robustness and adaptability.
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